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ABSTRACT
Background: Artificial intelligence (AI) is transforming all spheres of life and it has the potential to revolutionize animal husbandry as
well. In this regard, an attempt was made to compare two AI techniques for predicting 12-month body weights of animals; viz. Principal
Component regression (PCR) and Ordinary Least Squares (OLS) for datasets of Corriedale sheep spanning 11 years.
Methods: PCR models were trained by varying proportions of training and testing datasets. The dataset was subject to PCR before
analysis and tested (PCA dataset). A separate dataset was also created by feature selection of the PCA (PCA+FS dataset) variables.
Result: The highest correlation coefficients between test and predicted variables for two datasets (PCA dataset and PCA+FS dataset)
created among the multiple models trained using PCR were 0.982 and 0.9741. In terms of error, R2 or correlation coefficient, the PCA
dataset performed better than the PCA+FS dataset. The second principal component had the highest explained variance in OLS
(86.16%) and the highest coefficient of determination (R2) using OLS was obtained for the PCA dataset viz. 0.980. It is concluded that
both the algorithms tested in this study were satisfactorily trained in their prediction of the body weights with OLS performing better
than PCA in terms of R2 value.
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INTRODUCTION
Machine learning is changing the world in every known
dimension. It is seeping into all spheres including the
biological sphere and transforming it for the better. This is
reason enough for applying the various techniques of
machine learning in animal sciences. Such techniques have
recently found application in all areas of Animal Husbandry
including production, management, breeding, welfare, farm
sustainability, health surveillance and disease prevention,
as well as in human welfare through animals and
environmental protection.

As the global technological revolution is becoming a
reality, data resources are becoming abundant (Zhang et al.,
2021). These data resources can therefore be mined to yield
information that was hitherto unknown. The prediction and
analysis of animal production using big data is gaining more
and more importance. This focus area of ML, which in itself
is a sub area of Artificial Intelligence (Cihan et al., 2017),
will enable breeders and farm managers to build models by
learning from this data to predict the performance of superior
animals and use that knowledge to eliminate unproductive
animals from the farm early.

The prediction models once built do not require training
again (Moncaster, 2020) and therefore can be reused for
years even by people with no knowledge of data analytics.
This is a major advantage of building robust Machine
Learning Models in Animal Sciences over other techniques.

Sheep is one of the most useful domestic animals in
the Jammu and Kashmir. It contributes greatly to the
economy of farmers especially the poor and marginalized

ones. This is largely owing to the fact that the population of
J & K is a mutton consumer and the agro-climatic conditions
in J & K are favourable. Early prediction of body weights in
sheep would therefore improve animal management,
improve the utilization of resources including medication,
feed, etc. It would also help in effective replacement of males
and females. This weight information can also be useful for
the early determination of the worth of the animal and
therefore lead to early and efficient economic planning of
the farm (Shirzeyli et al., 2013).

While body measurements have been used for the
prediction of body weights by various authors (Afolayan et al.,
2006; Cam et al., 2010a; Gül et al., 2005; Khan et al., 2006;
Moaeen-ud-Din et al., 2006; Rahman, 2007; Pesmen and
Yardimci, 2008; Shirzeyli et al., 2013), there may also be
other factors which have often not been taken into
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consideration for the prediction of body weight at a later
age (Cho et al., 2020). ML models can take all these factors
into consideration for more accurate predictions.

Principal components regression is an important ML
technique for analysing multiple regression data as it takes
care of the multicollinearity within the data (Jolliffe, 1982)
during analysis unlike other popular techniques like ordinary
least squares. By adding a bias degree to the estimates,
principal components regression helps in reducing the
standard errors and therefore the estimates so procured
are more reliable. We, therefore, attempted to predict body
weight of animals from data available earlier at the farm
using a lesser known but very useful technique in Machine
Learning. In this study, three different types of data sets
were compared based on the type of data reduction
technique used.

MATERIALS AND METHODS
Data collection and digitization
Data for Corriedale breed for the last 11 years (2011-2021)
was collected from Mountain Research Station for Sheep
and Goat, J & K, India. Economically important traits like
birth weight, weaning weight, 6-month weight, 9-month
weight, 12-month weight as well as morphometric
measurements at various ages were taken into consideration
for the research. Pedigree data was also collected. For the
prediction of body weight, features such as morphometric
measurements and body weights at earlier ages and other
relevant factors like breed and sex were acquired. These
constituted a total of 64 features.

Data cleaning
The raw data was manually cleaned and duplicate values
were removed. Unreliable data points like those having the
same animal as dam and sire were removed. Removed noisy
rows. Identified and removed rows that contain duplicate
observations for the animal identification numbers. Data
cleaning was done in both Python and R.

Iterative imputation
Missing data cause bias to creep into the analysis thus
making it arduous to analyse (Barnard and Meng, 1999).
Rows with too many missing variables were removed
completely. For the rows within the dataset where the number
of missing values were less, imputation was used for filling
up the missing variables in the dataset. The missing values
were treated as MAR (missing at random) values (Wu et al.,
2004). Data imputation for the current dataset was done
iteratively in Python using the Scikit-learn open-source
machine learning library (Pedregosa et al., 2011) using
Bayesian ridge regression (Tipping, 2001; MacKay, 1992).

Winsorization
Outliers were detected using boxplots and histograms using
matplotlib library in Python (Hunter, 2007).  To handle the
outliers in the dataset, winsonization technique was used.

Winsorization was done in Python using the SciPy library
(Gerard-Marchant, 2007).

Data types and feature encoding
For the machine learning models two types of encoding were
performed.

Label encoding
This type of encoding was done for variables that had too
many categories or values. One Hot Encoding: One hot
encoding technique was applied to nominal data present in
the data set.

Data normalization/standardization
Normalization was done in Python (Pedregosa et al., 2011).
For multivariate data, this was done feature-wise i.e.,
independently for each feature of the data.

Dimensionality reduction
In order to reduce the number of input variables in the
dataset, dimensionality reduction was performed in Python.
Two methods were used for this purpose.
1. Principal Component Analysis (Pearson, 1901): The PCA

was fit on the training set and mapping, or transformation
was applied to both the training and test set.

2. Feature selection:  Through feature selection, an optimal
feature subset was selected based on the one that
optimized the scoring function which was done using
sklearn (Pedregosa et al., 2011). Feature selection in
Python was done based on an F-test estimate of the
degree of linear dependency between two numerical
variables: the input and the output. This was treated as a
regression predictive modelling problem (Pedregosa
et al., 2011).

Feature selection was done both for the original datasets
as well as the extracted features from PCA. As a result,
three separate datasets were created for the prediction of
body weight from morphometric measurements: Principal
Component analysis (PCA), feature selection (FS), PCA and
feature selection (PCA+FS).

Multicollinearity was checked using pair plots in Python
(Waskom, 2021). The variance inflation factor was also
checked for all variables before analysis.

Principal component regression
Principal component regression was performed on both the
datasets viz. PCA + FS and PCA. PCR was utilized by finding
M-linear combinations (also known as principal components)
of the p-predictors and least squares was employed to fit
the linear regression model. In this model, principal
components were used as predictors (Sutter et al., 1992).

The scoring criteria for evaluating the models were
mean squared error, mean absolute error, Coefficient of
determination value and correlation coefficient. The following
percentages of data were used for constructing the model:
1. Testing data (10% of the dataset), training data (90% of

the dataset), validation data (10% of training data).
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2. Testing data (20% of the dataset), training data (80% of
the dataset), validation data (10% of training data).

3. Testing data (20% of the dataset), training data (80% of
the dataset), validation data (20% of training data).

Ordinary least squares
A prediction equation for arriving at the 12-month body
weight for both the datasets was derived using ordinary least
squares in python. The models used had the following
structure:

Yik = a + biXi + … + bk Xk + eik
Where:
Yik= 12 month body weight.
a= The intercept.
bk= Regression coefficient estimated.
Xk= Different principal components.
eik= Random error  NID (0, 2e).

The accuracy of fitting the regression models was
calculated employing coefficient of determination (R2).

RESULTS AND DISCUSSION
Datasets
Considering all variables having variance above 95% in the
principal component analysis (PCA), a total of 23 features
were retrieved in the PCA dataset. The FS dataset was
created by using features in the original dataset having F
scores greater than 10. By this way the number of features
within our dataset were 28. The body weights taken at
various ages from weaning had the greatest feature scores.
This is expected as is also evident from the growth curves
of various animals in which body weight is also the most
important parameter (Swatland, 1994). For the dataset
containing features selected after PCA, 6 features were
selected for the final dataset (PCA and Feature Selection).
The analysis was carried out at SKUAST-K, J & K, India
during the year 2021.

The selected features for PCA and PCA+FS datasets
were devoid of multicollinearity. A pairplot of the dataset
derived from the PCA results did not contain any
multicollinearity as expected (Fig 1).  However, a number of
features in the dataset containing features derived only from
feature selection had high multicollinearity. Eg the weights
taken at various months were highly collinear with each other
(Fig 2).  The variance inflation factors for all PCA variables
was 1 from which it may be inferred that the variables were
not correlated. The variance inflation factor for most of the
features for the FS dataset was greater than 5 and therefore
this dataset was not used for further evaluation.

The PCA technique eliminated the multicollinearity
within the dataset. PCA is one of the most common ways to
reduce multicollinearity in the dataset which has been
reported by multiple authors (Rahayu et al., 2017; Pinto et al.,
2006). Our results suggest that PCA allowed for a better
understanding of the complex correlations among the traits
while ensuring that the number of traits was reduced which
was also suggested by Pinto et al. (2006). This is especially

important as the pressure on farms increases to produce
more food. Thus, solutions to problems (Hamadani et al.,
2021) like quick farm predictions, reducing inbreeding (Nabi
et al., 2022), must be sought.

Principal component regression
The scoring statistics for models 1, 2 and 3 for PCA and
PCA+FS datasets are given in Table 1, 2 and 3 respectively.
Similar plots were obtained for models 2 and 3 as well. Our
results indicate that PCR is an efficient technique for the
prediction of body weights in sheep. For all models the mean
squared error, mean absolute error and the root mean
squared errors were lower for the PCA testing dataset. The
correlation coefficients between predicted and the actual
values were also higher for the PCA. The effect of increasing
the proportion of validation dataset did not have any effect
on the final testing errors or correlations. From this we may
infer that FS may have resulted in the loss of some explained

Fig 1: Pair plot of the first 4 variables of the PCA dataset
containing 22 variables.

Fig 2: Pair plot of the first 4 variables (body weights at week 2,
3, 4 and weaning) of the dataset without PCA.
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also used principal component analysis in Malabari goats
to arrive at the growth performances and found the PCA
model to have a coefficient of determination (R2) value equal
to 74%. A tenfold cross validation approach was reported to
train the best model by Huma and Iqbal, (2019) which also
correlated with our results. Hamadani et al. (2022) also used
principal component regression for the prediction of genetic
merit in sheep and reported a correlation coefficient to 0.74
between true and predicted labels.

The models where a greater proportion of the dataset
is allocated to testing had lower mean squared error as well
as mean absolute error. From this we can infer that the model
trained sufficiently well even for a lesser proportion of data
(80%) and could perform well for a greater proportion of testing
data (20%) as well. The correlation coefficient was also greater
for the model having 20% data allocated for training.

Ordinary least squares
Multiple regression equations for the PCA dataset are given
in Table 4. All features constituting the 2nd prediction equation
in Table 4 were significant and from that we may infer that in
OLS, these variables contribute to the overall prediction of
bodyweight. Multiple regression equations for the PCA+FS
dataset are given in Table 5. Both models had a high
coefficient of determination and were highly significant.
However, the R2 value of the PCA dataset was greater than
the PCA dataset which correlates with our earlier results
obtained by the PCR method. A high coefficient of
determination (0.92) was also reported by Kumar et al. (2018)
for the prediction of adult body weight from linear body
measurements while Topai and Macit (2003) and Agamy et al.
(2015) reported a coefficient of determination of 0.784 and
0.70 for the prediction of body weights in Morkaraman Sheep
and three Egyptian Sheep breeds respectively.

In the regression analysis, the second principal
component explained most of the variance. Our result is in
consonance with Valsalan et al. (2020) who reported that
the inclusion of the first 2 components accounted for a
significant improvement in the amount of variance (R2 = 74%).
Pinto et al. (2006) also reported that the first five principal
components explained nearly 93.3% of the variation and

Table 3: Validation and testing results for model 3 for PCR.

                    PCA            PCA + FS
Measure Validation Test Validation Test

Mean absolute error 0.353 0.559 0.437 0.669
Mean squared error 0.251 0.670 0.358 0.947
Root mean squared error 0.974 0.819 0.963 0.973
Coefficient of determination 0.949 0.928
Correlation coefficient   0.982   0.970
Data split 20% 20% 20% 20%

Table 2: Validation and testing results for model 2 for PCR.

                   PCA               PCA + FS
Measure

Validation Test Validation Test

Mean absolute error 0.349 0.559 0.436 0.669
Mean squared error 0.246 0.670 0.356 0.947
Root mean squared error 0.974 0.819 0.962 0.973
Coefficient of determination 0.949 0.928
Correlation coefficient   0.982   0.970
Data split 10% 20% 10% 20%

Table 4: Prediction equations for PCA using OLS.

Prediction equations for PCA R2

22.4622* - 0.15321* -0.86142* -0.47043* +0.33784* +0.47645* -
0.09606* +0.05317* +0.04848* +0.00509 -0.059310*-0.020911 -0.98
0.131012* -0.132513* -0.005414 -0.004415 -0.453716* -0.217717* +0
0.088618* +0.235919* +0.012420 -0.071821 -0.051622 +0.005723
22.4622* - 0.15321* -0.86142* -0.47043* +0.33784* +0.47645* -
0.09606* +0.05317* +0.04848* -0.059310* -0.131012* -0.132513* -0.98
0.453716* -0.217717* + 0.088618* +0.235919* 0

Table 1: Validation and testing results for model 1 for PCR.

                 PCA             PCA + FS
Measure Validation Test Validation Test

Mean absolute error 0.344 0.759 0.429 0.865
Mean squared error 0.245 1.169 0.327 1.387
Root mean squared error 0.973 1.081 0.965141 1.178
Coefficient of determination 0.921 0.907
Correlation coefficient   0.979   0.974
Data split 10% 10% 10% 10%

Table 5: Prediction equations for PCA + FS using OLS (*indicates significance).

Prediction equation R2

22.4622* - 0.15321* -0.86142* -0.47043* +0.33784* +0.47645* -0.45376* 0.970*
22.4622* - 0.15321* -0.86142* -0.47043* +0.33784* +0.47645* 0.959*

variance and hence the increased number of features in
the PCA dataset caused the model to converge better with
lower error.

The coefficients of determination in our study were high
for all models (Table 1, 2, 3). High R2 values (0.988, 0.929,
0.976) by using various machine learning approaches was
also reported by Huma and Iqbal, (2019). Valsalan et al., (2020)
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the first one alone explained about 66%. Khan et al. (2013)
also reported the first two principal components to show
maximum variance (61.86% and 26.14%). The components
explaining a majority of the variance can be used for
selection and breeding especially for the construction of
selection indices (Ibe, 1989).

CONCLUSION
It is concluded that Machine Learning approaches give good
results for the prediction of body weights in animals and
these approaches can be extrapolated to a number of other
situations in animal sciences. Both the datasets trained well,
however the dataset without feature selection performed
better in both OLS and PCR. Both the tested algorithms are
similar in their prediction of the body weights with OLS
performing slightly better than PCR in terms of R2 value.
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